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The growth of throughput in microscopy has led to the widespread use of supervised learning 

(SL) models running on compressed imaging datasets for automated analysis. However, since 
lossy compression can produce unpredictable artifacts, quantifying the impact of data 
compression on SL tasks is of pivotal importance to assess their reliability, especially for clinical 
use. We propose an experimental method to evaluate the tolerability of image compression 
distortions in 2D and 3D cell segmentation SL tasks: predictions on compressed data are 
compared to the raw predictive uncertainty, which is numerically estimated from the raw noise 
statistics, measured through sensor calibration [1].  

Predictions on segmentation parameters in phase-contrast (PC), as well as light-sheet 
microscopy and OPT, are altered by up to 15% and more than 10 standard deviations after 16-to-
8 bits down-sampling or JPEG compression. In contrast, a recent lossless algorithm, offering up 
to 10:1 compression ratio, provides a prediction spread equivalent to that stemming from raw 
noise [2]. By setting a lower bound to the predictive uncertainty, our technique can be 
generalized to validate a variety of analysis pipelines in SL-assisted fields. 

 
Figure 1: a Noise affecting raw data is shown by the pixel value statistics in a PC image of neural 

stem cells. b, c Via sensor calibration statistically raw-equivalent images are generated. d 
Compression is performed on raw data. e A trained SL model predicts a parameter value from 

compressed data χ! 	and estimates from the synthetic data the standard deviation σ"#$	associated 
to the raw parameter value χ%&'. f The standard score $ is calculated: if |ϵ| > 1 predictions on 

the compressed image data exceed the statistical variability stemming from raw noise. 
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